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ABSTRACT 

BACKGROUND AND PURPOSE: Existing neuroradiology reference materials do not cover the full range of primary brain tumor 
presentations, and text-based medical image search engines are limited by the lack of consistent structure in radiology reports. To 
address this, an image-based search approach is introduced here, leveraging an institutional database to find reference MRIs visually 
similar to presented query cases. 

MATERIALS AND METHODS: 295 patients (mean age and SD, 51 ± 20 years) with primary brain tumors who underwent surgical and/or 
radiotherapeutic treatment between 2000 and 2021 were included in this retrospective study. Semi-automated convolutional neural 
network-based tumor segmentation was performed, and radiomic features were extracted. The dataset was split into reference and 
query subsets, and dimensionality reduction was applied to cluster reference cases. Radiomic features extracted from each query 
case were projected onto the clustered reference cases, and nearest neighbors were retrieved. Retrieval performance was evaluated 
using mean average precision at k, and the best-performing dimensionality reduction technique was identified. Expert readers 
independently rated visual similarity using a five-point Likert scale. 

RESULTS: t-Distributed Stochastic Neighbor Embedding with six components was the highest-performing dimensionality reduction 
technique, with mean average precision at 5 ranging from 78% to 100% by tumor type. The top five retrieved reference cases showed 
high visual similarity Likert scores with corresponding query cases (76% ‘similar’ or ‘very similar’). 

CONCLUSIONS: We introduce an image-based search method for exploring historical MR images of primary brain tumors and fetching 
reference cases closely resembling queried ones. Assessment involving comparison of tumor types and visual similarity Likert scoring 
by expert neuroradiologists validates the effectiveness of this method. 

ABBREVIATIONS: PCA ＝ Principal Component Analysis; t-SNE ＝ t-Distributed Stochastic Neighbor Embedding; UMAP ＝ Uniform 

Manifold Approximation and Projection; PHATE ＝ Potential of Heat-Diffusion for Affinity-Based Trajectory Embedding; G/A ＝ 

Glioblastoma and Astrocytoma CNS World Health Organization Grade 4; A/O ＝ Astrocytoma and Oligodendroglioma CNS World Health 

Organization Grades 2-3; PA ＝ Pilocytic Astrocytoma; MEN ＝ Meningioma; mAP@k ＝ Mean Average Precision at k; CNN ＝ 
Convolutional Neural Network 
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 SUMMARY SECTION 

PREVIOUS LITERATURE: Previous studies attempting image-based search for brain tumor MRI retrieval faced practical limitations. 
Techniques like visual bag of words models, image fusion, and transfer learning were leveraged but these earlier algorithms lacked 
practicality for clinical use as they required manual tumor delineation by expert neuroradiologists. The need for efficient, automatic 
methods to streamline image-based search has been emphasized, as reliance on traditional expert-driven segmentation impedes 
broad clinical application. Furthermore, the utility of retrieved search results was not validated by clinicians. There has been a gap 
in addressing brain tumor subtype classification with greater precision in retrieval. 

KEY FINDINGS: This study introduces an algorithm combining deep learning-based automatic tumor segmentation with dimensionality 
reduction for image-based search. The method outperformed prior algorithms, achieving high retrieval scores across primary brain 
tumor entities. Its strong clinical validation offer significant potential for neuroradiology education and decision-making. 

KNOWLEDGE ADVANCEMENT: This research advances knowledge by providing an efficient, automated method for image-based 
search, optimized for clinical use. Unlike previous methods, it eliminates the need for manual segmentation while demonstrating 
high retrieval accuracy. Its incorporation of radiomic feature clustering further enhances diagnostic capabilities, improving the 
integration of AI in neuroradiology practice. 

 

INTRODUCTION 

Existing neuroradiology reference materials largely feature classic imaging presentations of disease entities. Recent surveys reveal that the 
websites Radiopaedia, StatDx, and UpToDate are particularly popular among radiology trainees1 and attendings.2 However, these materials 
mainly offer curated textbook-style images and lack the full spectra of disease phenotypes. They also require prior knowledge of relevant 
search terms, rendering them ill-suited for more inexperienced users. 

Though common reference materials include a limited scope of imaging features, institutional databases of historical medical imaging 
data can address this issue. Technological advancements have led healthcare centers to a tenfold increase in image acquisition between 
1999 and 2010. 3 These databases encompass diverse imaging phenotypes with associated histopathologic diagnoses that are established 
and verified during the clinical care of patients, but most are currently underutilized for education and clinical decision-making.4 Text-
based search engines and machine learning methods are two popular methods for leveraging radiologic imaging archives, but both face 
concerns. Text-based search engines5 may have more diversity in imaging pathology than classic reference materials, but they require 
well-crafted search terms. Such engines are familiar to most internet users, but despite their apparent uniquity, these engines often leverage 
controlled vocabularies, and standardizing free-text fields is complex and imperfect.6 Moreover, like Radiopaedia and StatDx, text-based 
search methods rely on user’s skills in crafting search terms. Machine learning offers a promising avenue to leverage archives; however, 
it faces interpretability and generalizability concerns. Despite the high performance of some primary brain tumor classifiers,7,8 these models 
often lack explanations for diagnoses, inducing some apprehension among physicians about their integration at the point-of-care.9 In 
addition, many models suffer from a significant drop in performance on out-of-distribution validation datasets from patient populations or 
healthcare institutions on which the models were not originally trained.10 

There is a critical need for a method to retrieve historical medical images based on visual similarity to an image query. Similar methods 
have commonly been applied to face detection algorithms and other computer vision tasks outside of medicine.11 And, previous work in 
this area12–15 has been limited in clinical utility by requiring manual tumor segmentation. Here, we introduce an image-based search 
algorithm that utilizes a convolutional neural network (CNN) for semi-automatic tumor segmentation, radiomics for feature extraction, 
and dimensionality reduction for clustering. The algorithm automatically retrieves similar reference cases based on extracted query image 
features without any text input. This image-based search approach is evaluated on an institutional dataset of heterogenous primary brain 
tumors, while comparing dimensionality reduction techniques. Unlike previous image-based search algorithms, which grouped gliomas 
together,12,13 this study is the first to separate glioma subtypes.16 Performance is validated using established retrieval metrics and a visual 
similarity assessment by four board-certified neuroradiologists. 

MATERIALS AND METHODS 
Inclusion Criteria 

Institutional review board approval was obtained, and a STROBE checklist was used for this retrospective observational study. 1,033 
consecutive patients treated for primary brain tumors at the study institution between January 2000 and December 2021 were initially 
considered. Only patients who underwent surgical and/or radiotherapeutic treatment for histopathologically-confirmed Central Nervous 
System World Health Organization (CNS WHO)16 glioblastoma and astrocytoma grade 4 (G/A), pilocytic astrocytoma (PA), astrocytoma 
and oligodendroglioma grades 2-3 (A/O), and meningioma (MEN) were included. Patient age was not limited. Pre-treatment MRIs from 
internal and external facilities were considered along with those from a pediatric low-grade glioma clinical trial (ClinicalTrials.gov: 
NCT01734512, PNOC001). Only MRI scans with T1-weighted, T1 contrast-enhanced (T1CE), and fluid attenuated inversion recovery 
(FLAIR) sequences were used. Patient scans with motion artifact or without hyperintensity on FLAIR were excluded. Overall, 295 patients 
were included. 

 
Tumor Segmentation 
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Three volumes of interest (VOIs) were segmented: whole tumor on FLAIR as well as enhancing core and necrotic/cystic portions on T1CE. 
A pre-trained U-Net CNN-based automatic segmentation algorithm was utilized for adult-type diffuse gliomas17 and manually corrected, 
as necessary. Pediatric-type gliomas and meningiomas were manually segmented. Segmentations were checked by a neuroradiologist with 
seven years of experience (M.S.A). 

 
Pre-Processing and Radiomic Feature Extraction 

PyRadiomics version 3.0.1 was used for image pre-processing and feature extraction.18 Pre-processing included intensity Z-normalization, 
3 mm isotropic voxel resampling, and image discretization. Default MRI parameters were used for feature extraction, which excluded sum 
average, maximal correlation coefficient, and neighboring gray tone difference matrix features due to redundancy. 14 shape-based features 
were extracted, and eight high and low-pass wavelet filters were applied to 18 first-order and 68 gray-level matrix features, resulting in 
788 extracted features from each of the the two T1CE VOIs and one FLAIR VOI. The 2,364 features in total were utilized together for 
reference case retrieval. 

 

Brain Tumor Clustering and Case Retrieval 

Cases were randomly split into reference (85%) and query (15%) subsets. Reference cases’ radiomic features were clustered onto the first 
m component vectors from dimensionality reduction. Four dimensionality reduction techniques were tested: principal component analysis 
(PCA), t-distributed stochastic neighbor embedding (t-SNE), uniform manifold approximation and projection (UMAP) and potential of 
heat-diffusion for affinity-based trajectory embedding (PHATE).19–22 Two to ten included components vectors (m) were tested. Each query 
case’s radiomic features were mapped onto the reduced feature space, and its most similar reference cases were retrieved through a nearest 
neighbor search. Figure 1 displays a workflow summary. 
 

 

FIG 1. PACS-integrated Workflow for Volume of Interest Segmentation, Feature Extraction, Dimensionality Reduction and 
Clustering of Query Case. The inputs to our workflow are fluid attenuated inversion recovery (FLAIR) and T1-weighted contrast-
enhanced (T1CE) images. Semi-automated segmentation was performed within our PACS to segment the whole, enhancing, and 
necrotic/cystic components of the tumor. Then, 788 radiomic features were extracted from the segmented tumor components. 
These extracted radiomic features additionally underwent wavelet transformation and were combined with clinical data, including 
age and sex. Dimensionality reduction was subsequently performed on these features. Reference cases were then projected into 
dimensionality-reduced space, clustering similar cases together. Finally, for a query case, the nearest reference cases in the 
dimensionality-reduced space were identified. 
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Assessment of Retrieval Performance  

Retrieval performance was evaluated using mean average precision at k (mAP@k), a well-established measurement of the relevance of 
retrieved results to a search query11 previously used in other medical image retrieval studies.12,13 

Precision at k represents the proportion of accurate matches among the top k retrieved cases for a query. For r accurate matches among 
the top k retrieved cases: 

precision at 𝑘 =  
𝑟

𝑘
 

For n query cases each with at least k retrieved reference cases, mAP@k is defined as: 

mAP@𝑘 =  
1

𝑛
   

1

𝑘
 



ୀଵ

 precision at 𝑗 for query 𝑖



ୀଵ

 

In this study, mAP@5 was the principal metric, as users are less likely to make use of search results beyond the top five. The technique 
and number of included components for dimensionality reduction were optimized by maximizing mAP@5. 

 

Visual Similarity Assessment 

Four expert neuroradiologists (M.S.A, F.M., C.K., and I.I) with a minimum of seven years of experience independently assessed visual 
similarity. They compared each of the top five retrieved reference MRI lesions to the corresponding query case on a 5-point scale (Table 
1) as introduced previously.23 Figure 2 shows representative images from this assessment. 

 

 

FIG 2. Axial FLAIR and T1 Contrast-Enhanced MRIs of Example Query Cases with Corresponding Five Top-Retrieved results. G/A 
indicates glioblastoma and astrocytoma CNS World Health Organization grade 4; A/O, astrocytoma and oligodendroglioma CNS 
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World Health Organization grades 2-3; MEN, meningioma; PA, pilocytic astrocytoma. 
 
Statistical Analysis  

Inter-rater reliability was assessed using Intraclass Correlation Coefficient (3, k) with Pingouin version 0.5.3.24 Values were interpreted as 
previously reported: poor, < .5; moderate, .5 – .75; good, .75 – .9; and excellent, > .9.25 A pairwise t-test was also performed to compare 
mAP scores between dimensionality reduction techniques. P < .05 was considered statistically significant. 

 
Data Availability 

Data used in this study are available from the authors upon request. Algorithm and analysis code are available through a GitHub repository 
(www.github.com/ImagineQuant/radiomics_clustering). 
 

RESULTS 
Patient Demographics and Data Split  

Online Supplemental Data shows baseline demographic, clinical, and imaging data by tumor type. Of the 295 patients, 135 (46%) had 
G/A; A/O, 100 (34%); MEN, 40 (14%); PA, 20 (7%). Moreover, 103 patients’ scans (35%) were acquired externally, and the remaining 
192 patients’ scans (65%) were acquired at the study institution. The reference subset contained 250 cases, and the query subset contained 
45 cases. 

 
Retrieval Performance 

A visual representation of reference case clustering by PCA, t-SNE, UMAP, and PHATE can be found in Figure 3A. Maximum mAP@5 
values for each dimensionality reduction technique were calculated across every number of included components (Figure 4, Table S1). t-
SNE achieved the best performance across tumor types, though it was not statistically significantly better than other techniques (P = .18 
[PHATE], .49 [UMAP], .89 [PCA]; Table S2). PCA and UMAP achieved comparable results to t-SNE for G/A, A/O, and MEN, but results 
differed for PA. PCA achieved a maximum mAP@5 of 73% for PA, and UMAP achieved 68%, compared to 78% for t-SNE. Across tumor 
types, the poorest performance was observed for PHATE. 

Once t-SNE was identified as the highest-performing dimensionality reduction technique, the optimal number of included components 
was determined by comparing mAP@5 values by tumor type as the number of included components varied from two to ten (Figure 3B). 
Including additional t-SNE components beyond six did not result in performance improvement. Thus, the final retrieval model used in 
qualitative visual similarity scoring incorporated the top six t-SNE components. 

 

 

FIG 3. Retrieval Case Clustering and Performance. A, Retrieval case clustering of the first two components. B, mean average 
precision at 5 by varying number of components. C, mean average precision at k for six included components and varying number 
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of retrieved cases (k). t-SNE indicates t-Distributed Stochastic Neighbor Embedding; PCA, Principal Component Analysis; UMAP, 
Uniform Manifold Approximation and Projection; PHATE, Potential of Heat-Diffusion for Affinity-Based Trajectory Embedding. G/A 
indicates glioblastoma and astrocytoma CNS World Health Organization grade 4; A/O, astrocytoma and oligodendroglioma CNS 
World Health Organization grades 2-3; MEN, meningioma; PA, pilocytic astrocytoma. 

 

 

FIG 4. Maximum Mean Average Precision of Top 5 Retrieved Cases by Dimensionality Reduction Technique and Tumor Type. Error 
bars represent standard errors of the mean. PCA indicates Principal Component Analysis; t-SNE, t-Distributed Stochastic Neighbor 
Embedding; UMAP, Uniform Manifold Approximation and Projection; PHATE, Potential of Heat-Diffusion for Affinity-Based 
Trajectory Embedding. G/A indicates glioblastoma and astrocytoma CNS World Health Organization grade 4; A/O, astrocytoma 
and oligodendroglioma CNS World Health Organization grades 2-3; MEN, meningioma; PA, pilocytic astrocytoma. 

 
Visual Similarity Assessment by Four Neuroradiologists 

The top-ranked MRI search results demonstrated a mean visual similarity score of 4.27 ± .82 overall, with 32% ‘similar’ and 51% ‘very 
similar’ (Table 1). This score slightly diminished down the rankings, with a mean visual similarity score of 4.11 ± .96 for the top five 
results, with 28% ‘similar’ and 48% ‘very similar’ (Figure 5, Tables S3-4). The inter-rater reliability of the overall data demonstrated a 
good level of agreement, with an ICC (3, k) of .78 (95% CI [.65, .87], P < .001), providing a good level of reliability between raters. 
Overall, the top five retrieved reference lesions demonstrated high visual similarity with their corresponding query lesions. 

Analysis across the four tumor groups exhibited high agreement levels for G/A and PA, each demonstrating an ICC (3, k) of .95 (G/A: 
P < .001, 95% CI [.90, .98]; PA: P < .001, 95% CI [.84, .99]). A/O tumors had similar ICC (3, k) values of .92 (P < .001, 95% CI [.83, 
.96]). While there was a moderate level of agreement among neuroradiologists in their similarity assessments of meningiomas (ICC [3, k], 
.55), this level of agreement was not statistically significant (P = .05; 95% CI [-.19, .87]). 

 

FIG 5. Likert Lesion Visual Similarity Scores of Top 1-5 Retrieved Cases by Tumor Type. Visual similarity scoring was conducted on 
a scale of 1 (very dissimilar) to 5 (very similar) based on the appearance of each retrieved reference lesion to the query lesion. 
The similarity scores for the top five cases were iteratively pooled in descending order to represent use in clinical practice. The 
percentage of cases rated ‘very dissimilar’ or ‘dissimilar’ are along the left axes, the percentage rated ‘similar’ or ‘very similar’ 
are along the right axes, and the percentage rated ‘undecided’ are along the center axis of each plot. G/A indicates glioblastoma 
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and astrocytoma CNS World Health Organization grade 4; A/O, astrocytoma and oligodendroglioma CNS World Health Organization 
grades 2-3; MEN, meningioma; PA, pilocytic astrocytoma. 

 

DISCUSSION 

Many radiologists and trainees rely on reference materials that focus on classic imaging features and require user expertise; the full 
spectrum of brain tumor imaging appearance is only learned over years of clinical practice. To address these challenges, we proposed an 
image-based search technique to retrieve primary brain tumor reference cases based on imaging appearance. This method has potential 
applications in differential diagnosis formulation, clinical and research database development, characterization of brain tumor subtype 
imaging features, and educational initiatives. 

We demonstrated that dimensionality reduction and radiomic feature clustering is a promising method for performing image-based 
search of radiologic databases. t-SNE was the best-performing dimensionality reduction technique, achieving near-perfect mAP@5 scores 
for glioblastoma/astrocytoma grade 4 and meningiomas. Performance on pilocytic astrocytomas was comparatively lower at 78%, 
attributable to fewer cases and overlapping contrast enhancement features between PAs and glioblastomas/meningiomas. Queries for 
astrocytoma/oligodendroglioma grades 2-3 also had a comparatively lower mAP@5 score of 88%, likely due to overlapping imaging 
features on FLAIR. Expert neuroradiologists’ visual similarity assessment demonstrated overall high performance of our approach, with 
a mean visual similarity score of 4.11 ± .99 out of 5 (76% ‘similar’ or ‘very similar’) for the top five retrieved results. This highlights the 
promising utility of image-based search in clinical practice. 

Prior studies12–15 attempted to perform image-based search for retrieval of primary brain tumor MRIs but were ill-suited for clinical 
implementation due to practical constraints. Though in practice our algorithm retrieves all reference cases in a ranked list, we utilized the 
mAP@5 metric to compare performance with this previous work. Retrieval performance of these earlier algorithms was fair; two 
algorithms used visual bag of words models12,13, and others used image fusion14 and transfer learning.15 These achieved overall maximum 
mAP@5 values of 92% for meningiomas and 98% for gliomas. Our image-based search algorithm outperformed all these previous 
algorithms for meningioma retrieval (mAP@5, 100%), and average weighted performance on glioma subtypes was comparable (mean 
mAP@5, 93%). Crucially, however, all the earlier-mentioned algorithms required manual tumor segmentation from expert 
neuroradiologists, a known time-consuming and subjective process.26 Clinical implementation of such algorithms would be limited by this 
bottleneck. We depart from these earlier, less practical algorithms by incorporating a CNN-based model for automatic tumor segmentation. 
Together with dimensionality reduction to minimize computational load, our image-based search algorithm is directly optimized for 
clinical utility. Furthermore, unlike earlier work, we clinically validate our search algorithm using expert neuroradiologist assessment. 

There are a few limitations to this study. The introduced algorithm cannot distinguish visually similar primary brain tumor subtypes 
due to their grouping (e.g. low-grade astrocytoma/oligodendroglioma), a common challenge in image-based search focused on maximizing 
signal-to-noise ratios. Notably, to the authors’ knowledge, this is the first study to perform image-based search of primary brain tumors 
while separating glioma subtypes. Future work will provide imaging characteristics to be used in our proposed pipeline to distinguish 
between tumors such as grade 2 and grade 3 IDH-mutant astrocytomas. Additionally, our algorithm does not account for anatomical 
location, yet retrieval performance remains strong regardless. Moreover, visual similarity assessment involved only four expert raters, but 
high ICC values indicate reliability of these results. Finally, although this study utilized a large, heterogenous dataset, multi-institutional 
testing will be used to further validate the proposed algorithm and determine the optimal degree of generalization and customization for 
scaling. 

Through image-based search, neuroradiologists and trainees can identify reference cases that share visual similarities with their 
patients’ scans. The performance of this approach has been validated through both quantitative and qualitative assessments, and it has 
shown promise for clinical application. Image-based search can provide valuable guidance in neuroradiology education, clinical decision-
making, and research. 

 

Table 1: Definition of the 5-point visual similarity scoring system. 
Score Definition 

5: Very similar The retrieved case is almost identical to the 
query case. 

4: Similar The retrieved case is almost identical, although 
there are differences in imaging features. 

However, it is subjectively classified to be the 
same disease. 

3: Undecided Some of the imaging features are similar, while 
some are different. Radiologically, the likelihood 

of the same disease is approximately half. 
2: Dissimilar The retrieved case has some similarities to the 

search case, but still looks different. 
1: Very dissimilar The retrieved case is very different from the 

search case and appears to be a different tumor 
etiology. 

 

CONCLUSIONS 

We propose a method to search historical MR images of primary brain tumors and retrieve reference cases highly similar to presented 
query cases. Evaluation through tumor type comparison and visual similarity scoring by expert neuroradiologists corroborated the high 
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performance of this approach. If translated into a clinical setting, image-based search will offer a reference material that encompasses the 
full diversity of imaging pathology. 
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SUPPLEMENTAL FILES 

Online Supplemental Data: Patient Demographics, Tumor Volumetrics, and Image Acquisition Details. 
Characteristic G/A A/O MEN PA Total 

n 135 (46) 100 (34) 40 (14) 20 (7) 295 
Age (years)† 62 ± 15 41 ± 15 59 ± 14 14 ± 13 51 ± 20 
Sex      

Male 85 (63) 62 (62) 12 (30) 14 (70) 173 (59) 
Female 50 (37) 38 (38) 28 (70) 6 (30) 122 (41) 

Data Source      
Internal 89 (66) 57 (57) 39 (98) 7 (35) 192 (65) 
External 46 (34) 43 (43) 1 (3) 13 (65) 103 (35) 

Magnetic Field Strength      
3 T 65 (48) 43 (43) 24 (60) 7 (35) 141 (48) 
1.5 T 68 (50) 55 (55) 12 (30) 12 (60) 149 (51) 
Other 2 (1) 2 (2) 0 (0) 1 (5) 5 (2) 

Presence of EC 130 (96) 37 (37) 35 (88) 20 (100) 227 (77) 
Presence of N/C 132 (98) 25 (25) 0 (0) 20 (100) 182 (62) 
WT Volume (cm3)† 135 ± 66 85 ± 80 46 ± 61 39 ± 29 100 ± 77 
EC Volume (cm3)† 45 ± 26 24 ± 30 23 ± 29 5 ± 4 33 ± 29 
N/C Volume (cm3)† 16 ± 12 11 ± 16 NA 18 ± 19 15 ± 14 
Acquisition Parameters      
FLAIR TR† 8011 ± 1848 8116 ± 2046 7513 ± 1931 8524 ± 1639 8015 ± 1920 
FLAIR TE† 161 ± 119 144 ± 103 201 ± 144 139 ± 82 159 ± 116 
PGGE TR† 1527 ± 756 1182 ± 922 1773 ± 522 1326 ± 908 1530 ± 755 
PGGE TE† 3.20 ± .64 3.77 ± 1.72 2.82 ± .39 3.07 ± .43 3.18 ± .88 
PGSE TR† 637 ± 484 748 ± 634 503 ± 87 528 ± 94 652 ± 503 
PGSE TE† 14.3 ± 5.32 16.2 ± 8.19 15.0 ± 4.24 15.5 ± 5.12 14.9 ± 6.18 

Scanner      
GE Medical Systems 26 (19) 30 (30) 2 (5) 8 (40) 66 (22) 
Signa Excite 8 (31) 10 (33) 1 (50) 2 (25) 21 (32) 
Signa HDxt 10 (38) 10 (33) 0 (0) 1(13) 21 (32) 
Other model 8 (31) 10 (33) 1 (50) 5 (63) 24 (36) 

Siemens 99 (73) 62 (63) 38 (95) 11 (55) 210 (71) 
Avanto 29 (29) 14 (23) 1 (3) 3 (27) 47 (22) 
Verio 56 (57) 33 (53) 20 (53) 3 (27) 112 (53) 
Other model 14 (14) 15 (24) 17 (45) 5 (45) 51 (24) 

Other vendor 10 (7) 7 (7) 0 (0) 1 (5) 18 (6) 

Note:—Numbers in parentheses are percentages. G/A indicates glioblastoma and astrocytoma CNS World Health Organization grade 
4; A/O, astrocytoma and oligodendroglioma CNS World Health Organization grades 2-3; MEN, meningioma; PA, pilocytic 
astrocytoma; WT, whole tumor; EC, enhancing core; N/C, necrosis/cystic portion. 
†Data are mean and standard deviation. 

 

Table S1: Maximum Mean Average Precision of Top 5 Retrieved Cases by Dimensionality Reduction Technique and 

Tumor Type 

Tumor Type PCA UMAP PHATE t-SNE 
Number of 

Query Cases 

G/A 99% 97% 94% 99% 15 

A/O 89% 84% 82% 88% 15 

MEN 98% 100% 98% 100% 10 

PA 73% 68% 52% 78% 5 

Note:– PCA indicates Principal Component Analysis; UMAP, Uniform Manifold Approximation and Projection; PHATE, 

Potential of Heat-Diffusion for Affinity-Based Trajectory Embedding; t-SNE, t-Distributed Stochastic Neighbor Embedding. 
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Table S2: Pairwise Performance Comparisons between Dimensionality Reduction Techniques 

  T-Statistic P Value 

t-SNE PCA .14 .89 

t-SNE UMAP .69 .49 

t-SNE PHATE 1.34 .18 

PCA UMAP .56 .56 

PCA PHATE 1.27 .21 

UMAP PHATE .70 .49 

Note:– Pairwise t-tests were conducted to assess differences in mean average precision scores between the four techniques. 

A one-way ANOVA test yielded an F-statistic of .86 and P value of .46. 

 

Table S3: Lesion Visual Similarity Scores of Top 1-5 Retrieved Results by Reader 

 

 

 

 

 

 

 

Note:– Data are presented as the mean ± standard deviation. Visual similarity scoring was conducted on a scale of 1 (very 

dissimilar) to 5 (very similar) based on the appearance of each retrieved reference lesion to the query lesion. The similarity 

scores for the top five cases were iteratively pooled in descending order to represent use in clinical practice. 

 

Table S4: Lesion Visual Similarity Scores of Top 1-5 Retrieved Results by Tumor Entity 

Tumor 

Entity  

Search Result Rank of Retrieved Lesions  

1  1-2  1-3  1-4  1-5  

G/A 4.52 ± .75 4.48 ± .78 4.42 ± .87 4.45 ± .83 4.45 ± .81 

Reader 

Search Result Rank of Retrieved Lesions 

1 1-2 1-3 1-4 1-5 

1 4.71 ± .63 4.77 ± .58 4.70 ± .58 4.69 ± .67 4.64 ± .70 

2 4.53 ± .76 4.56 ± .70 4.47 ± .81 4.46 ± .85 4.42 ± .88 

3 4.00 ± 1.02 4.02 ± 1.07 3.89 ± 1.21 3.88 ± 1.24 3.79 ± 1.26 

4 

Total 

3.82 ± .89 

4.27 ± .91 

3.76 ± .88 

4.28 ± .92 

3.64 ± .94 

4.17 ± 1.02 

3.62 ± .97 

4.16 ± 1.05 

3.60 ± .99 

4.11 ± 1.07 
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A/O 3.80 ± .97 3.88 ± 1.05 3.83 ± 1.09 3.82 ± 1.11 3.79 ± 1.10 

MEN 4.50 ± .72 4.41 ± .79 4.38 ± .86 4.40 ± .85 4.32 ± .93 

PA 4.45 ± 1.00 4.55 ± .78 4.03 ± 1.22 3.85 ± 1.37 3.63 ± 1.43 

Overall 4.27 ± .91 4.28 ± .92 4.17 ± 1.02 4.16 ± 1.05 4.11 ± 1.07 

Note:– Data are presented as the mean ± standard deviation. The similarity scores for the top 5 cases were iteratively pooled 

in descending order to represent use in clinical practice.   

 


